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il What is Natural Language Processing?
sy

= Technology to handle human language (usually
text) using computers

= To get computers to perform useful tasks involving
human languages

Aid human-machine communication (e.g. question
answering, dialog, code generation)

Aid human-human communication (e.g. machine
translation, spell checking, assisted writing)

Analyze/understand language (e.g. syntactic analysis, text
classification, entity/relation recognition/linking)
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I@i Machine Translation

sy
m Helping human translators

Enter Source Text:
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= Google Translate g3 m TETCITRIN

s Fully automatic

VIETNAMESE - DETECTED - ENGLISH

Céc ban sinh vién ICT ctia USTH rat thong minh, séng %
tao trong hoc tap va céc hoat déng xa hoi|

Translste | Clear

<) Enter Translation:
lebanese | |
president
USTH's ICT students are very intelligent, creative in suffered
learning and social activities. exposed
president emile
before
LD presented

offer




_i! Question Answering: IBM’s Watson
AR 1
s Won Jeopardy on February 16, 2011!

WILLIAM WILKINSON’S
“AN ACCOUNT OF THE PRINCIPALITIES OF
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f’i Question Answering: Perplexity.Al
2

AAN

& Ask Anything </> Bird SQL

Why is the sky blue? X °

N PERPLEXITY

The sky is blue due to Rayleigh scattering, where the shorter wavelength blue light is scattered
more than other colors!. Thisis why we see a blue sky most of the time!?/*! and red sunsets
when the Sunis lower in the sky'*). Dust, pollution, and haze can make the sky look grayish or

hazy!“).

15 I |sthisaccurate? W Share

https://www.perplexity.ai



https://www.perplexity.ai/

fj_ Question Answering: ChatGPT
s 4

m ChatGPT can answer questions, write code, peomes,
suggest ideas for an essay

m What is the best burger recipe?

There are many different burger recipes out there, and the "best" one will depend on
personal preference. Some people prefer their burgers to be simple and classic, while
others like to experiment with different ingredients and flavors.

Here is a basic burger recipe that can serve as a starting point:
Ingredients:

* 1 pound ground beef
* 4 hamburger buns
* Lettuce, tomato, onion, and other toppings of your choice

* Salt and pepper

Instructions:



il Information Extraction

cvent: Curriculum mtg

Date: Jan-16-2012

curriculum meeting Start: 10:00am
January 15, 2012 cnds 11:30am
Where: Gates 159
Dan Jur.

Hi Dan we ve now scheduled the curriculum meeting

_____________________________________________________________________________________

-Chris Create new Calendar entry



i@ﬁ Information Extraction & Sentiment Analysis
| 10 |

Attributes: A S T T S
zoom ——
affordability D e L oA S
size and weight .o B
flash Ty
ease of use ' -

Size and weight ~
J " nice and compact to carry! AR e e

m since the camera is small and ligh == s moni=ies carry
J// around those heavy, bulky profes TR s, €T
m the camera feels flimsy, is plastlc AR ajght
X you have to be very delicate in the handlmg of this
camera



o¥s . .
‘i Text Summarization

https://www.textcompactor.com

wil Text Compactor Jus .

Free Online Automatic Text Summarization Tool About

Follow these simple steps to create a summary of your text.

Step 1
Type or paste your text into the box.

Sau khi man nhigém, Donald Trump gio day ¢6 thé nhén luong huu hang ndm 221.400 USD cung rdt nhiéu
4c quydn cia mdt cyu tdng théng M§. Tuy nhién, dic quydn ndy cla Donald Trump ¢ thé dang bi de
doa, khi Thugng vién sdp td chuc ph tda lulin tdi &ng theo didu khodn "kich déng bgo lyc" da duge
i L} . Lu§t M§ khéng cho phép clp luong huu cho nhing téng thd ém" bing
AAAAAAA ump 14 trudng hgp chua tung c6 tidn 1§

| Step 2

Drag the slider, or enter a number in the box, to set the percentage of text to keep in the
summary.

ﬂ > 20 %
Step 3

Read your summarized text. If you would like a different summary, repeat Step 2. When you

are happy with the summary, copy and paste the text into a word processor, or text to speech
program, or language translation tool

Sau khi m@n nhiém, Donald Trump gi¥ ddy cé thé nhan luong huu hang ndm 221.400 USD
cling rat nhiéu ddc quyén clta mot cyu téng théng My. Mot quyén Igi ma Trump sé khdng ;



https://www.textcompactor.com/

fi Dialogue Systems

| ‘ﬂ». “«

Google Now (2012)

Apple Siri (2011) Google Assistant (2016) Microsoft Cortana (2014)

&

Amazon
Alexa/Echo (2014)

Google Home (2016) Apple HomePod (2017)



§'% Why NLP?
s 4

= Languages involve many human activities

= Voice-based user interfaces
Remote controls, virtual assistants

=  Mining big textual data
E.g., Biomedical texts



¥ & Ambiguity makes NLP hard!
N

m Five different meanings of “I| made her duck”
| cooked waterfowl for her
| cooked waterfowl belong to her
| created the (plastic) duck she owns
| caused her to quickly lower her head or body

| waved my magic wand and turned her into
undifferentiated waterfowl

m NLP is to resolve or disambiguate ambiguities



§ & NLP is highly ambiguous (1)
s

s Word-level ambiguity
“duck” can be a noun or a verb (ambiguous POS)
“make” can mean “create” or “cook” (ambiguous sense)

m Syntax-level ambiguity

”"her” can be a direct object or indirect object of the verb
“make”



§ & NLP is highly ambiguous (2)
TERE 1

m Syntactic ambiguity
Natural language processing

| shot an elephant in my pajasma.

Xa hoi =

Cong chirc khong st
dung, nhan qua biéu Ia
dong vat hoang da nguy S -
cap

0 2

CHIA SE BINM LUAN

EBERXS Bo Tai nguyén va Moi truong
dé nghj cic by nganh, dja phuong yéu
cdu can bg, cong chire, nguoi lao
dong va nguoi dan khong mua, ban,
sirdung, ting hay nhan qua biéu la
dong vat hoang da nguy cap, quy,
hiém



§ & NLP is highly ambiguous (3)
I 1

s Anaphora resolution

“John persuaded Bill to buy a TV for himself.” (himself =
John or Bill?)

m Natural languages involve reasoning about the
world
E.g., It is unlikely that an elephant wears a pajama



iy

§ & Why else is NLP difficult?

non-standard English

Great job @justinbieber! Were
SO0 PROUD of what youve
accomplished! U taught us 2
#neversaynever & you yourself
should never give up either®

neologisms

unfriend
Retweet
bromance

segmentation issues

the New York-New Haven Railroad

the New York-New Haven Railroad

world knowledge

Mary and Sue are sisters.
Mary and Sue are mothers.

But that’s what makes it fun!

idioms

dark horse
get cold feet
lose face
throw in the towel

tricky entity names
Where is A Bug’s Life playing ...

Let It Be was recorded ...
... a mutation on the for gene ...



il Machine Translation Needs
e >

m NLP emerged from the need of Machine Translation
in the 1940s.
Russian — English language pair
m Lousy era during 1966 after a report of ALPAC

"we do not have useful machine translation and there is
no immediate or predictable prospect of useful machine
translation”

MT/NLP almost died



il Better condition from 1980s
o {
s MT/NLP products started providing some results
LUNAR (QA system) developed in 1978 by W.A woods

m Statistical Machine Translation (SMT) by IBM in late
1980s and early 1990s



il The Rise of Machine Learning 2000 - 2007

m Large amount of spoken and written materials
become widely available

More annotated NLP corpora

m Development of statistical machine learning models
Support vector machines (Vapnik, 1995)

Multinomial logistic regression (MaxEnt) (Berger et al.,
1996)

Bayesian models (Pearl, 1988)



§ & The Rise of Large Language Models (2018 ~)

Transformers

BERT

GPT Models

Open-source large language models
Multi-modal foundation models

Attention Is All You Need

Ashish Vaswani” Noam Shazeer® Niki Parmar* Jakob Uszkoreit*
Google Brain Google Brain Google Research Google Research
avaswani@google.com noam@google.com nikip@google.com usz@google.com



fl Fundamental Problems in NLP
Kl

® Tokenization
| “Studying text mining is fun” — “studying” + “text” +

o n

“mining” + “is” + “fun”

m Part-of-Speech tagging

VBG] \VBZ] [NNJ. |

Studying text mining is fun!

m Chunking
m Named entity recognition

m Syntactic parsing

Studying text mining is fun!

m Semantic analysis




f i Tokenization
-

m Split text into words and sentences

There was an earthquake
near D.C. I've even felt it in
Philadelphia, New York, etc.

| + ve + even +felt +it+in +
Philadelphia, + New + York, +
etc.

There + was + an +
earthquake + near + D.C.




fj_ Word Segmentation
Kl

B Sentences in Japanese or Chinese are written
without space

~1 Word segmentation adds spaces between words
m BEEXE|Z1TD - BHiE X& = 17 >
m Viethamese, a compound word may contain several
syllables (smallest units in Vietnamese). There are
only spaces between syllables.
71 E.g., Nhat Ban ludn la thi trwong thuwong mai quan trong
cua Viét Nam
' Word segmentation determines contiguous syllables that
make a word
m Nhat_Ban ludn la thi_trwong thwong_mai quan_trong
cua Viét_Nam



f*i Part-of-speech tagging
JEREZ2E 1

s Marking up a word in a text (corpus) as
corresponding to a part of speech

A dog is chasing a boy on the playground

dog is chasing a boy on the playground

Aux Ver Det Noun Prep Det Noun




f*i Named-entity recognition
JEREZ25 1

m Determine text mapping to proper names

Its initial Board of Visitors included U.S.
Presidents Thomas Jefferson, James
Madison, and James Monroe.

Its initial included U.S.
Presidents Thomas Jefferson, James
Madison, and James Monroe.

Organization, ,



_il Syntactic parsing
[ = ]

s Perform grammatical analysis for a given sentence and
assign a syntactic structure to it

s Animportant task in NLP with many applications
Intermediate state of representation for semantic analysis

| saw a girl with a telescope

S

VP
/\PP
NP NP /\F\JP
PRPVBD DT NN IN DT NN

|
| saw a girl with a telescope




f‘_ Dependency parsing
El .

m Assign a dependency structure to a given sentence
Focuses on relations between words

| saw a girl with a telescope

Y2 N VN

| saw a girl with a telescope




_il Semantic Analysis
ENNE

m Syntax parsing trees gives no information about
semantics

m Semantic considers:

Meaning Representation
Translation from syntax into the meaning representation

Word meaning disambiguation
Relations between words



iﬁ Meaning Representations
EN

m Convert chunks of text into more formal
representations

Deep semantic analysis: e.g., first-order logic structures

€ Board of Visitors h
Thomas Jefferson James
kMadison James Monroe D
s ™\
=X 2 X
x Board of Visitors

< J




.il Application Tasks
24

s Information Retrieval

m Information Extraction

m Question Answering

m [ext Summarization

s Machine Translation

m Chatbot & Dialogue Systems



*i Information Retrieval
ENNEEEEEE

list of good sushi restaurants in Kyoto X Q

https.//blog.japanwondertravel.com » best-10-sushi-rest...

10 Best Sushi Restaurants in Kyoto - Japan Wonder Travel Blog
Aug 31, 2021 — Best Sushi Restaurants in Kyoto - ® Sushi Matsumoto / #§ 26 & - @
Gion sushi Tadayasu / it 8 242 - B Sushi Giom Matsudaya / % U i8] ...

Introduction - Best Sushi Restaurants in Kyoto - @ Sushi Wakon / fi§ ¥1i}

https:/ftheculturetrip.com » asia » japan » articles » whe...

Where to Find the Best Sushi in Kyoto - Culture Trip

Mar 4, 2020 — A five-minute walk from Gion-Shijo Station, this one-Michelin-star sushi
restaurant is one of Kyoto's best — and most expensive. The owner ...

https./fjw-webmagazine.com » Destinations » Kyoto

7 Best Sushi Restaurants in Kyoto - Japan Web Magazine
Apr 8, 2021 — 7 Best Sushi Restaurants in Kyoto - Sushi Matsudaya(# L i&® #2E&8)is a
Michelin 1-star sushi restaurant located in the Gion area. * Sushi ...

Price: 20,000 Yen ~

https://www.tripadvisor.com » ... » Kyoto

THE BEST Sushi in Kyoto - Tripadvisor

Best Kyoto, Kyoto Prefecture Sushi: Find Tripadvisor traveler reviews of Kyoto Sushi
restaurants and search by cuisine, price, location, and more.
Missing: list | Must include: list



il Question Answering

m A system that automatically return answers for an

input question by retrieving information from a
collected documents

m Differences from IR

QA system’s goal is to respond exact answers instead of
documents related to the question

QA system requires more complicated semantic analysis



.il Question Answering
s 4

m Factoid question answering
Who/What/Where/When
Answers are often short phrases

s Non-factoid question answering
Definition questions
How/Why
Answers may span multiple sentences (paragraph)



# & Text Summarization
FEZ2 1
m Process of distilling the most important information

from a text to produce an abridged version of a
particular task or user

m Useful in the era of information explosion

m Summarization types
Single-document/Multi-document summarization
Extractive/Abstractive summarization



_il Chatbot & Dialogue Systems
o
m NLP systems that can communicate with humans in

natural languages
ChatGPT, Siri, Google Assistant

m Significantly advanced recently



_il How to learn NLP (1)
EX .

s Have background/knowledge about
Probabilistics and Statistics
Basic math (linear algebra, calculus)
Machine Learning
Programming

m Learn from textbooks or courses



il How to learn NLP (2)
El .

m Learning by doing!
Build up somethings: customize open-source codes, re-
implement some models, etc

m Compete in Kaggle data science challenges

s Read papers on ACL Anthology (for ones who want
to do research on NLP)



https://www.kaggle.com/search?q=NLP
https://www.kaggle.com/search?q=NLP
https://aclanthology.org/

¥ & NLP Engineer job
40 7

s Solid NLP/ML background

s Software development skills: backend, database,
front-end

s English or Japanese
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