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• Training Dataset: The sample of data used to fit the 
model.

• Validation Dataset: The sample of data used to provide 
an unbiased evaluation of a model fit on the training 
dataset while tuning model hyperparameters. The 
evaluation becomes more biased as skill on the 
validation dataset is incorporated into the model 
configuration.

• Test Dataset: The sample of data used to provide an 
unbiased evaluation of a final model fit on the training 
dataset.
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• Mean Absolute Error.

• Mean Squared Error.

• R Square (R2) 
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Mean Absolute Error: is the sum of the absolute differences 
between predictions and actual values
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Mean Square Error: measures the average of the squares of the 
errors- the difference between the real value and the predicted one
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R Square: provides an indication of the goodness of fit of a set of 
predictions to the actual values. In statistical literature, this measure 
is called the coefficient of determination.

The total sum of squares (proportional to the variance of the data):

The sum of squares of residuals, also called the residual sum of 
squares
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• Confusion matrix

• Recall

• Precision

• Specificity

• Accuracy

• F-score

• Root mean squared error (RMSE)
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• Confusion matrix: a confusion matrix, also known as an 
error matrix, is a specific table layout that allows 
visualization of the performance of an algorithm
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• Precision, Recall, Accuracy and Specificity
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• F-score:

𝐹 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
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