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Under fitting: 

Under fitting refers to a model that can neither model the training 
data not generalize to new data.

An under fit machine learning model is not a suitable model and will 
be obvious as it will have poor performance on the training data.

Over Fitting :

Overfitting happens when a model learns the detail and noise in the 
training data to the extent that it negatively impacts the 
performance on the model on new data.
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Regularization is a technique used in an attempt to solve the 
overfitting problem. 

Regularization is done by reduce the magnitude of some coefficient 
θj



Overfitting Problem

Regularization: reduce value of θ3 and θ4

Minimize the cost function
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Small values of coefficients

Simpler hypothesis h(x)

 Less prone to overfitting 

Regularization: Add a regularization component into the cost 
function 
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Question:

What if       is set by a extremely large number ( too large for our 
problem), which of the following statement is correct:

1. The algorithm works fine

2. Algorithm fail to eliminate overfitting

3. Algorithm results in under fitting

4. Gradient descent will fail  to converge 
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Regularization:

Minimize the Cost Function

Gradient descent:
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Gradient Descent:

Repeat until converged:
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Normal Equation without regularization:

Normal Equation with regularization
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Logistic Regression: Minimize the cost function

Gradient descent:
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Gradient Descent:

Repeat until converged:
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Newton’s Method with Regularization
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Hessian Matric:
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