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Artificial Neural Network

Perceptron: mimic the operation of neuron

Inputs  Weights Net input Activation
function function

net =1*%W, + X, *W, + X, *W, + X, *W, = W' X

y = f(z) :activation function

output
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Artificial Neural Network

Popular activation function
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Artificial Neural Network

Neural Network and logistic regression
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Many features, and their relation is complex
100 original features => 5000 second order features
=>170.000 third order features

=> Not really a good way to introduce too many features to build
non-linear classification
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Artificial Neural Network

Artificial Neural Network: neurons connect to each others

E— h@(ﬂj)

Layer 1 Layer 2 Layer 3

Input Layer Hidden Layer = Output layer
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Artificial Neural Network

Neural Network: feed forward structure

input hidden 1 hidden 2 output
({0 ()
a' = g(w'x)
a2 _ g(WZal)

output = a° = g(w’a’)
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Artificial Neural Network

Neural Network: feed forward structure

) uff = "activation” of unit 7z in layer j
. —> he(x) W’ = matrix of weights controlling
function mapping from layer j to

layer 7 + 1

312 — g(WlloXo "‘W111X1 "'W112X2 "‘W113X3)
a22 — g(V\éoXo +V\é1X1 +W§2X2 +W;3X3)
asz — g(WéoXo +V\é1X1 +V\é2X2 +V\é3X3)

h(x) =a; = g(Wiay +Wia; + W, +W;a5)
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Artificial Neural Network

Exercise: Calculate the output of the following network with x,=1, x,=0;

Uy = 2

Woq = —3 | way = 2
g = 1 wys = —1
wog = 4

Given the following activation function

1 ifv>0
flv) = { 0 otherwise
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Artificial Neural Network

How to train the network: Gradient descents algorithm
Cost function

E<w>=%z (y—h(x)y

Where y is the expected value of the output
h(x) is the predicted value of the output

ok
W=W-a—
0

W
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Artificial Neural Network

Back propagation: Update the weighting w layer by layer, starting
from the last layer of the network.

Apply the chain rule derivation

o0z 0z oy
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Artificial Neural Network

Example: Given the following network with follow with initial value
and training data. Apply the back propagation to update the
weighting w

The output of
the network

The total error

b1 be
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Artificial Neural Network

Using back propagation gradient descent to update w,
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Artificial Neural Network

Using back propagation gradient descent to update w,
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